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Abstract

This paper gives an overview of identification of linear systems. It covers the classical approach of parametric methods using
Maximum Likelihood and Predicion Error Methods, as well all classical non-parametric methods through spectral analysis.

It also covers very recent techniques dealing with convex formulations by regularization of FIR and ARX models, as well as

new alternatives to spectral analysis, through local linear models.

An example of identification of aircraft dynamics illustrates the approaches.
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1 Introduction
1.1 An Introductory Example: Aircraft Dynamics

Consider a physical system, with observed input and
output signals, see Figure 1. Let us take a modern mil-
itary aircraft, like the Swedish fighter Gripen, as an ex-
ample. From one of the earlier test flights, some data
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Fig. 1. The Swedish aircraft Gripen

were recorded as depicted in Figure 2.
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Fig. 2. Data from an early test flight of Gripen. These data
cover 3 seconds of flight and are sampled at 60 Hz.

In order to be able to simulate the aircaft and to de-
sign an effective autopilot, it is necessary to understand
how, in this case, the pich rate is affected by the three
inputs. We need mathematical expressions for this. A
fair amount of knowledge exists about aircraft dynam-
ics, but let us just try a simple difference equation rela-
tion. Denote the output, the pitch rate, at sample num-
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Fig. 3. The measured output (solid line) compared to the 5
step ahead predicted one (dashed line).

ber t by y(t) nd three control inputs at the same time
by uk(t),k = 1,2, 3. Then assume that we can write

y(t) =ary(t — 1) — asy(t — 2) — azy(t — 3)
+ b171U1 (t — 1) + b172u1 (t — 2)
+ b271U2(t — 1) + bggUg(t — 2)
+ b371U3(t — 1) + b372u3(t — 2) (1)

In this simple relationship we can adjust the parameters
to fit the observed data as well as possible by a common
Least Squares fit. We use only the 90 first data points of
the observed data. That gives certain numerical values
of the 9 parameters above:

y(t) — 1.15y(t — 1) + 0. 50y(t -2)

— 0.35y(t — 3)

We may note that this model is unstable — it has a pole
in 1.0026, but that is in order, because the pitch channel
is unstable at the velocity and altitude in question.

How can we test if this model is OK? Since we used only
half of the observed data for the estimatatio we can test
the model on the whole data record. Since the model
is unstable and thus simulation is difficult, it is natural
to let the model predict future outputs, say 5 samples
ahead, and compare with the measured outputs. That
is done in Figure 3. We see that the simple model (2)
provides quite reasonable predictions over data it has
not seen before. The could conceivably be improved if
more elaborate mode structures than (1) were tried out.

1.2 System Identification

System Identification is about building mathematical
models of dynamical systems from observed input-
output signals, like we did in (2). This problem area
contains a number of considerations, like

e what model type, e.g. (1) should be used?

how should the parameters in the model be adjusted?
what inputs should be applied to obtain a good model?
how do we assess the quality of the model?

how do we gain confidence in an estimated mode?

There is a very extensive literature on the subject, with
many text books, like [3] and [12]. Most of the techniques
for system identification have their origins in estimation
paradigms from mathematical statistics, and classical
methods like Maximum Likelihood (ML) have been im-
portant elements in the area. In this article the main
ingredients of this “classical” view of System Identifica-
tion will be reviewed. Quite recently, alternative tech-
niques, mostly from machine learning and convex opti-
mizations, but also with the roots from classical statis-
tics have emerged. The main elements of these will also
be reviewed here.

2 Classical Approach to Parametric Methods
2.1 Model Structures

A model structure M is a parameterized collection of
models that describe the relations between the input and
output signal of the system. The parameters are denoted
by 6 so M(6) is a particular model. That model gives
a rule to predict (one-step-ahead) the output at time ¢,
i.e. y(t), based on observations of previos input-output
data up to time ¢t — 1 (denoted by Z!~1).

9(t10) = g(t,0,2*71) 3)

For linear systems, a general model structure is given
by the transfer function G from input to output and the
transfer function H from a white noise source e to output
additive disturbances:

y(t) = Glq,0)u(t) + H(q,0)e(t)  (4a)
Ee(t)e(k)) =0ifk £t (4b)
This model is in discrete time and ¢ denotes the shift
operator qy(t) = y(t+ 1). We assume for simplicity that
the sampling interval is one time unit. The expansion of

G(q,0) in the inverse (backwards) shift operator gives
the impulse response of the system:

0) = ge(0)a Fult) =Y gr(O)ult —k) (5)
k=1 k=1

The discrete time Fourier Transform, gives the frequency
response of the system:

zw 0 Z gk zkw (6)



The natural predictor for(4a) is

H(Qae)il

ate) = LD =Ly )+ D

H(q,0)

wt)  (7)

Note that the expansion of H starts with a 71”7, so the
numerator in the first term starts with k¢~ so there is

a delay in y. The question now is how to parameterize
G and H.

2.1.1 Black-Box models

Common black bozx (i.e. no physical insight or interpre-
tation) parameterizations are to let G and H be rational
in the shift operator:

Cq.6) = fﬁggi H(g.0) ggg; (sa)
B(q) =big 4+ bag 2+ .. g™ (8b)
F(g) =1+ fig "+ ...+ fasg™ (8¢)

0= [bh b27 afnf} (Sd)

C and D are like F' monic, i.e. start with a “1”.

A very common case is that F = D = A and C =1
which gives the ARX-model:

y(t) = ﬁgg; u(t) + qu) e(t) or (9a)
A(q)y(t) = B(q)u(t) + e(t) or (9b)
y(t) + a1yt — 1) + ... + anay(t — na) (9¢)
=bu(t— 1)+ ...+ bppu(t — nb) (9d)

This is the model structure we used in (1) in the intro-
ductory example.

Other common black /box structures of this kind are FIR,
(Finite Impulse Response model, FF = C = D = 1),
ARMAX (F = D = A), and BJ (Box-Jenkins, all four
polynomial different.)

2.1.2 Grey-Box Models

If some physical facts are know about the system, it is
possible to build in that into a Grey-Box Model. It could,
for example be that for the airplane in the introduction,
the motion equations are know from Newton’s laws, but
certain parameters are unknown, like the aerodynamical
derivatives. Then it is natural to build a continuous time
state-space models from physical equations:

#(t) = A(0)z(t) + B(O)u(?)

y(t) = C(0)z(t) + D(O)u(t) + v(t) (10)

Here 6 corresponds to unknown physical parameters,
while the other matrix entries signify known physical be-
haviour. This model can be sampled with the well-known
sampling formulas to give

£(t+1) = FO)(t) + G(0)u(t) )
y(t) = C(O)2(t) + DO)ult) + w(t)

See [8] for deeper discussion of sampling of systems with
disturbances.

The model (11) has the transfer function from u to y

G(q.0) = C(0)[ql — F(O)]7'G(0) + D(O)  (12)

so we have achieved a particular parameterization of the
general linear model (4a).

2.2 Fitting Time-Domain Data

Suppose now we have collected a data record in the time
domain

N — {U(l)vy(l)vvu(N)ay(N)} (]‘3)

It is the most natural to compare the model predicted
values (7) with the actual outputs and form the criterion
of fit

1 N
Z G(t)0)]? (14)

and form the parameter estimate

On = arg min Vy (0) (15)

We call this the Prediction Error Method, PEM. It coin-
cides with the Mazimum Likelihood, ML, method if the
noise source e is Gaussian. See, e.g. [3] or [6] for more
details.

2.8  Fitting Frequency-Domain Data

Suppose instead that we have been given frequency do-
main data. That could be in the input-output form

Y (e'*), Un(e™"), k M (16)
1

N Z — (17)
SO

or being observed samples from the frequency function

G (), k=1, 2., M (18)
Y (e™)

e.g. Gn(e™) = .

(ETFE) (19)

(ezw



By taking the Fourier transform of (4a) we see that
Y(e™) = G(e™,0)U(e™) (20)
plus a noise term that has variance
n = \H(e™,0) (21)
Simple least squares (LS) curve fitting says that we
should fit observations with weights that are inversely

proportional to the measurement variance. That gives
the weighed LS criterion

Vn () =) Y (e™r) -

M

(22)
(the constant A does not effect the minimization of Viy).
It can readily be verified that (22) coincides with (14) by
Parseval’s identity in case M = N and the frequencies

wy, are selected as the DF'T grid.

Notice that (22) can be written as

B M YN(ezwk) i 2 UN(eiwk) ?
‘/1\1(9)—;::1 Tntean) ~ G ’0)‘ ' H(e“’mﬁ)’
(23)

We can see that as a properly weighted curve-fitting of
the frequency function to the ETFE (19).

3 Bias and Variance

The observations, certainly of the output from the sys-
tem are affected by noise and disturbances, which of
course also will influence the estimated model (15). The
disturbances are typically described as stochastic pro-
cesses, which makes the estimate éN a random variable.
This has a certain probability distribution function (pdf)
and a mean and a variance. The difference between the
mean and a true description of the system measures the
bias of the model. If the mean coincides with the true
system, the estimated is said to be unbiased. The total
error in a model thus has two contributions: the bias and
the variance.

3.1  Trade-off between bias and variance

Generally speaking the quality of the model depends on
the quality of the measured data and the flexibility of
the chosen model structure (3). A more flexible model
structure typically has smaller bias, since it is easier to
come closer to the true system. At the same time, it will

Gl 0)Un (¢) | H (e, 0)

have a higher variance: With higher flexibility it is easier
to be fooled by disturbances. So the trade-off between
bias and variance to reach a small total error is a choice
of balanced flexibility of the model structure.

As the model gets more flexible, the fit to the estimation
data in (15), Viy (0 ) will always improve. To account for
the variance contribution, it is thus necessary to modify
this fit to assess the total quality of the model. A much
used technique for this is Akaike’s criterion,e.g. [1],

fn = arg min [VN(H) + 2d1m9}

(24)

were the minimization also take place over a family of
model structures with different number of parameters
(dim 0).

Another important technique is to evaluate the criterion
function for the model for another set of data, validation
data, and pick the model which gives the best fit to this
independent data set. This is known as cross validation.

3.2 Asymptotic Properties of the Model

Except in simple special cases it is quite difficult to com-
pute the pdf of the estimate On. However, its asymptotic
properties as N — oo are easier to establish. The basic
results can be summarized as follows: (£ denotes math-
ematical expectation)

[
Oy — 0* = argmin€ lim Vi (6) (25)
N—oo

So the estimate will converge to the best possible
model, which gives the smallest average prediction er-
ror.

N d -
Covln ~ N {Covdey(ﬂ&)] (26)

So the covariance matrix of the parameter estimate is
given by the inverse covariance matrix of the gradient
of the predictor wrt the parameters. A is the variance
of the optimal prediction errors (the innovations). See
[3], chapters 8 and 9 for a general treatment.

These results are valid for quite general model struc-
tures. Now, specialize to linear models (4a) and assume
that the true system is described by

y(t) = Go(q)u(t) + Ho(q)e(t) (27)

which could be general transfer functions, possibly much
more complicated than the model. Then



" - ; ®,(w)
0* = w9y w2 : d
argamln /_ﬂ— |G(€ ’ ) G()(e )| |H(€zw79)|2 w

(28)

That is, the frequency function of the limiting model
will approximate the true frequency function as well
as possible in a frequency norm given by the input
spectrum ®,, and the noise model.

oA n ®¢,(w
CovG(e™,0N) ~ N EW)

asn, N - o0  (29)

~

where n is the model order and ®,, is the noise spec-
trum A\|Hg(e')|2. The variance of the estimated fre-
quency function at a given frequency is thus, for a high
order model proportional to the Noise-to-Signal ratio
at that frequency. That is a natural and intuitive re-
sult.

4 Approximating Linear Systems by ARX
Models

Suppose the true linear system is given by

y(t) = Go(q)u(t) + Ho(q)e(t) (30)

Suppose we build an ARX model (9) for larger and larger
orders n = na and m = nb:

An(@)y(t) = Br(q)u(t) + e(t) (31)

Then it is well known from [5] that as the orders tend
to infinity at the same time as then number of data N
increases even faster we have for the ARX estimate

Sl ol (320)
Ai(q) — Hp(gq) asn,m — o0 (32Db)

This is quite a useful result. ARX-models are easy to
estimate. The estimates are calculated by linear least
squares techniques, which are convex and numerically
robust. Estimating a high order ARX model, possibly
followed by some model order reduction could thus be
a viable alternative to the numerically more demanding
general PEM criterion (15). This has been extensively
used, e.g. by [14], [15].

The only drawback with high order ARX-models is that
they may suffer from high variance. That is the problem
we now turn to.

5 Regularization of Linear Regression Models
5.1 Linear Regressions

A Linear Regression problem has the form

y(t) = " ()0 +e(t) (33)

Here y (the output) and ¢ (the regression vector) are
observed variables, e is a noise disturbance and 6 is the
unknown parameter vector. In general e(t) is assumed
to be independent of ¢(t).

It is convenient to rewrite (33) in vector form, by stacking
all the elements (rows) in y(¢) and ¢ (t) to form the
vectors (matrices) Y and ® and obtain

Y =®0+E (34)

The least squares estimate of the parameter 6 is

On = argmin|Y — ®0% or
On = Ry'Fn; Ry = 07®; Fy =Ty

(35a)
(35b)

5.2  Regularized Least Squares

It can be shown that the variance of  could be quite
large, in particular if ® has many columns and/or is ill-
conditioned. Therefore is makes sense to reqularize the
estimate by a matrix P:

Oy = argmin|Y — ®0|> + 67 P10 or
On = (Ry + P~ 1) Fy;

(36a)
(36b)

The presence of the matrix P will improve the numerical
properties of the estimation and decrease the variance
of the estimate, at the same time as some bias is intro-
duced. Suppose that the data have been generated by
(34) for a certain “true” vector 6y with noise with vari-
ance EEET = I. (£ denotes mathematical expectation.)
Then, the mean square error (MSE) of the estimate is

E[(On —00)(On —00)T] = (Ry + P~ 1)t x
(Ry + P 10005 P ") (Ry + P 1)t (37)

A rational choice of P is one that makes this MSE matrix
small. How shall we think of good such choices?

5.8  Bayesian Interpretation

Let us suppose 0 is a random vector. That will make y in
(34) random variables that are correlated with 6. If the
prior (before Y has been observed) covariance matrix of
0 is P, then it is known that the maximum a posteriori



(after Y has been observed) estimate of 6 is given by
(36a). [See [2] for all technical details in this section.]

So a natural choice of P is to let it reflect how much is
known about the vector 6.

5.4 “Empirical Bayes”

Can we estimate this matrix P in some way? Consider
(34). If 6 is a Gaussian random vector with zero mean
and covariance matrix P, and E is a random Gaussian
vector with zero mean and covariance matrix I, and ®
is a known, deterministic matrix, then from (34) also Y’
will be a Gaussian random vector with zero mean and
covariance matrix

Z(P) = ®oPodT + 1 (38)

(Two times) the negative logarithm of the probability
density function (pdf) of the Gaussian random vector Y’
will thus be

W(Y,P)=YTZ(P)"'Y +logdet Z(P) (39)

That will also be the negative log likelihood function for
estimating P from observations Y, so the ML estimate
of P will be

P =argmin W(Y, P) (40)

We have thus lifted the problem of estimating 6 to a
problem where we estimate parameters (in) P that de-
scribe the distribution of . Such parameters are com-
monly known as hyperparameters.

If the matrix @ is not deterministic, but depends on F in
such a way that row ¢ (¢) is independent of the element
e(t) in E, it is still true that W(P) in (39) will be the
negative log likelihood function for estimating P from
Y, although then Y is not necessarily Gaussian itself.
[See, e.g. Lemma 5.1 in [3].]

5.5 FIR Models

Let us now return to the impulse response (5) and as-
sume it is finite (FIR):

G(g,0) =D brult — k) = oL (1) (41)
k=1

where we have collected the m elements of u(t — k) in
©(t) and the m impulse response coefficients by in 6.
That means that the estimation of FIR models is a linear
regression problem. All that was said above about lin-
ear regressions, regularization and estimation of hyper-
parameters can thus be applied to estimation of FIR

models. In particular suitable choices of P should reflect
what is reasonable to assume about an impulse response:
If the system is stable, b should decay exponentially, and
if the impulse response is smooth, neighbouring values
should have a positive correlation. That means that a
typical regularization matrix P? for 6, would be matrix
whose k, j element is something like

Py i(a)=Cmin(\", M); A<la=I[C,A  (42)
The hyperparameter « can then be tuned by (40):
& = argmin W (Y, P’(«)) (43)

This method of estimating impulse response, possibly
followed by a model reduction of the high order FIR
model (“modred (idss(firmodel),n)”) has been exten-
sively tested in Monte Carlo simulations in [2]. They
clearly show that the approach is a viable alternative to
the classical ML /PEM methods, and may in some cases
provide better models. An important reason for that is
that the tricky question of model order determination is
avoided.

5.6 ARX Models

Recall that high order ARX models provide increasingly
better approximations of general linear systems. We can
write the ARX-model (9) as

yt)=—ay(t —1) — ... —apy(t —n) + byu(t — 1) + ...
+bmu(t —m) = @, ()0a + ¢, ()05 = ¢ (£)0
(44)

where ¢, and 0, are made up from y and a in an obvious
way. That means that also the ARX model is a linear
regression, to which the same ideas of regularization can
be applied. Eq (44) shows that the predictor consists of
two impulse responses, one from y and one from w and
similar ideas on the parameterization of the regulariza-
tion matrix can be used. It is natural to partition the
P-matrix in (36a) along with 6,, 8, and use

P“(al) 0

Pl =1 pray)

(45)

with P%*(a) as in (42).
5.7 Related work

The text in this section essentially follows [2]. Important
contributions of the same kind, based on ideas from ma-
chine learning, have been described in [11] and [10].



6 Nonparametric Models of Linear Systems

Classical non-parametric models of linear system
are methods to estimate the frequency functions
G(e™),H(e™) in (6) directly from data (often the
ETFE (19)) without first finding any model parameters.

@y (w) = A[H (™) (46)

is the spectrum of the disturbances, such methods are
often referred to as spectral analysis.

6.1 Classical Spectral Analysis

Classical spectral analysis is a way of directly smoothing
the ETFE by averaging over a window sliding across it:

ST (€ - w)BOG N () de

™) T W, (€ — w)B(E)de

(47)

here B is a weighting that may account for the varying

reliability of G over the frequencies. W, is the window
which performs the smoothing. 7 is a parameter that
governs the width of the window which decides the trade-
off between frequency resolution and noise-sensitivity.
This is a variant of the fundamental bias-variance trade
off which is present in all estimation problems. See Sec-
tion 6.4 in [3] for more details around this.

6.2 Local Polynomial Techniques

Quite recently, an alternative way of smoothing the
ETFE has been suggested, [13]. Consider the frequency
measurements (16). Assume that they have been col-
lected on an equidistant grid, and denote for simplicity

Y(k) = YN(eiwk); U(k) = UN(eiwk); Gy = G(eiwk)

(48)
They are related to the frequency function as
Y(k) = GrU(k) + Ty + Ex (49)

where T}, are transient errors and EY, is noise. If G, and
T}, were constant over a certain frequency interval, they
could easily be estimated by averaging over the more
rapidly changing noise term. Now assume that the fre-
quency function and the transient error change rather
slowly with k, so that they are not constant but may

vary with frequency like a low order (p) polynomial:
p .
Giar = Z xir?
§=0

P
Thyr = Zyﬂ’]
=0
ﬁk: = ['r_ﬂy]a.] = Oa7p]

Then we could use the model (49) over a frequency range
around k of more observations (2M + 1) than the num-
ber of unknown parameters (2p + 2) and estimate the
parameters by least squares:

M
) = arg min Y (k+7) = G Uk +7) — Tiyr?
L — V'

(51)
The central estimate, r = 0, will then be our estimate:
G(eiwk) = Gk+0 = Li‘o (52)

This Least Squares estimation has to be performed at
each frequency value wy, of interest. The calculations are
thus more extensive than for the classical estimate (47),
but it is shown in [13] that the accuracy is much better.
An interesting alternative is to use rational rather than
polynomial approximations in (50) as discussed and il-
lustrated in [9].

7 Conclusions

System Identification is an area of clear importance for
practical systems work. It has now a well developed the-
ory and is a standard tool in industrial applications.
Even though the area is quite mature with many links
to classical theory, new exciting and fruitful ideas keep
being developed. This article has tried to illustrate both
these aspects. Further discussions and views on the cur-
rent status and future perspectives on system identifica-
tion are given in e.g. [4] and [7].
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